1 Convergence and inequalities

Theorem 1 (Fubini’s theorem). Let (2, F,P) be the n-fold product of y,...,S,. If *either®* f > 0 or
[ 1fldp < oo, then

/deP’:/Qn f...(/Ql FdP,)...fdP, (1)

Theorem 2 (Bounded convergence theorem, Durrett, p26). Let E be a set with p(E) < co. Suppose f,
vanishes on E° |f,(x)| < M, and f, — f in measure. Then

tim [ fudp = / fdy 2)
n—o0
Theorem 3 (Fatou’s lemma). If f, > 0 then
/ (liminf fn) dy < lim inf / Fodp (3)
n—oo n—oo
Theorem 4 (Monotone convergence theorem). If f, > 0 and f, T f, then

[ it [ s (4)

Theorem 5 (Dominated convergence theorem). If f,, — f a.e., |fn] < g for all n, and g is integrable,

then
[ o> [ s (5)

Theorem 6 (Thm 1.6.8, Durrett). Suppose X,, — X a.s. Let g, h be continuous function with

(i) g >0 and g(x) — o0 as |z| = o0

(i1) “Z%" — 0 as |z| = o0
(111) Eg(X,) < K < oo for alln
Then
Eh(X,) — Eh(X) (6)

Theorem 7 (Markov’s inequality). Let (Q, F,P) be a probability space, let X be a random variable on this
space, and let A C R be any Borel-measurable set. Then for any non-negative real function ¢, we have a
bound:

Ep(X
P(X € A) < % (7)
and for nonnegative X
P(X >a) < ET (8)
Theorem 8 (Chebyshev’s inequality).
E (X —b)°



Lemma 1 (Kolmogorov’s maximal inequality). Suppose {X,} are independent with mean zero and finite
variance. Then

P (max |Sk| > :z:) < 27 *Var(S,) (10)

1<k<n

Theorem 9 (Kolmogorov’s Three Series Theorem). {X,} independent. A > 0 and define truncation
Y, = X,1x,<a. For fozl X, to converge a.e, it needs to satisfy:

(i) 2o0ea P (1Xa] > A)
(it) 302y BYn
(iii) > 7, Vary,
Theorem 10 (Jensen’s inequality). For convez ¢,
Elp(X)] < ¢(EX) (11)
as long as both expectations exist.
Theorem 11 (Hélder’s inequality). For 1/p+1/q =1,
EXY] = || XY} < [IX]][1Y1lq (12)

Corollary 1 (Cor 3.5 notes). X is random variable, f(X,t) is differentiable in t, and E[f(X,t)] and

E‘af XD gre bounded and continuous for t in an interval containing ty, then

ot

d 0
SEf(X.0) =E f(X.0) (13)

Theorem 12 (Change of density, notes p.29). f : R™ — R"™ smooth and invertible. Suppose (X1, -+, X,)
has law p with density g, what is density of f(Xy, .-+, X,) with law v? What is density of push forward v

of u?
For each A, we have u(A) = [, gdm, by changing coordinates to' Y = f(X), we have

v(B) = p (f_lB) :/ gdm = / gof_1|J|71dm (14)
f1B B
where |J|71 is the inverse of the determinant of df at f~1(Y), so that
g0 ! (15)

is the density of the push-forward.

2 Modes of Convergence
Definition 1 (a.s). P (lim, ,,, X, = X) =1
Definition 2 (p). lim, ,., P (| X, — X| >¢€) =0
Definition 3 (d). lim, . F,.(z) = F(x)
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2.1 Counter Examples

We have gathered the following counterexamples:

(i) Convergence in probability =% almost surely: Typewriter sequence, which is

falz) = Lfucgh nostn] (16)

2k 2k
with 28 <n < 21 f, tends to zero in probability, but not almost everywhere.
(ii) Convergence a.s. =~ [E converge:

(1) 1, ,41. Observe that

lim 1, ,+; =0ae. and 1,43 <1 (17)
n—oo
and
lim Bl =150 (18)
n— o0
(2) nl[o 1] Observe that
lim f, =0 a.e. (19)
n— o0
but
Tim Enlp, 1) =17 /fd:z: —0 (20)

(iii) Three series, violated only (3): > 4+n~*, independent sum of mean zero powers. Note that since
variance of n-th term is n 2%, then summable iff o > 1/2.

(iv) LDP does not work: S,, sum of Cauchy IID, does {S,/n} satisfy LDP? No, interval J has empty
interior. S, /n has the same law as a single Cauchy variable, then there is a trivial LPD with rate
function identically zero.

(v) Convergence in distribution only at points CDF is continuous: X random varaible and X,, = X +1/n.
We must have X,, — X. However, F,, A4 F, where F,(z) = P(X,, < z) = F(x — 1/n), so F,(z) —
F(z—).

(vi) Convergence in distribution does not imply pair converge in distribution: X,, = X,Y,, =Y and X, Y
IID, then X, = XY, =Y, but (X,,,Y,) = (X,Y) = (X, X), contradiction.

3 Law of large number (weak + strong)

Theorem 13 (Best WLLN). {X,,} IID with tP(X; > t) — 0 ast — oco. S, = £X; *but™ p, = EX11x, <p.
Then, S, /n — pn, — 0 in probability.

Theorem 14 (W/SLLN). {X,,} IID with E|X,| < co. Denote S, = > ;_, Xj, and = EX;, then

Sh,
on 21
o (21)

in probability/almost surely. (WLLN requires VarX,, < co)
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Proof. SLLIN: 1. Instead of triangular array, truncate X,, at different value; | X,,| = n, 2.pass subsequence
in order for upper bounds on P (|S/n — p| > €) to be summable in n.,3. Can’t do this with n; = j, but
doable with n; = (1 + §)7 for § small. 4. Similar to proof of quantitative Borel-Cantelli, apply sandwich
trick as long as S, increases.,5. get a sandwiched SLLN between 1 — 9,1 + ¢ with 6 > 0 small.
WLLN/L2: E(S,/n) = p, then E (2= — ,u)2 = Var (%) = &, > iy VarX; = € 50 = converge in

n

probability via E|Z,|" > P (|Z,| > ¢). O
Theorem 15 (Borel-Cantelli Lemma I). If > P(A,) < oo, then P(A,i.0.) = 0.
Theorem 16 (Borel-Cantelli Lemma II). {A,} independent. If Y P(A,) = oo, then P(A,i.0.) = 1.

Theorem 17 (Borel-Cantelli Lemma II-quantitative). {A,} pairwise independent. If > P(A,) = oo,
then

2?1141@
—r 5] 22
STB(A,) (22)

almost surely as n — oco.

Theorem 18 (HW Borel-Cantelli). IfP(A,) <1 for all n and P (U,A,) =1, then P (A, i.0.) = 1.

4 Large Deviation

The range S,, > an with a > p fixed and n — oo is called a large deviation. If Eexp{\X;} exists for
some A > 0, then:

1. Compute an upper bound, depending on A, using Markov’s inequality
2. Optimize in A, which for some positive function h, it yields
P(S, > an) < exp(—h(a)n) (23)
Sharp in the sense that

ntlogP(S, > an) — h(a) (24)

3. Find an event. whose probability we can compute, contained in the event {S,, > an} as the lower bound
for P(S,, > an)

Formally, we have
P(S, > an) < e "R (25)
1
- logP(S, > an) < —Xa+ () (26)

with ¥()\) = log ¢()\) = log Ee**1. Optimize over X to get A\o(a), define the rate function I > 0 by

Ia) = 0Ao(a) ~ ¥ (a)) = supar — () (21)

It leads to the final result
%log P(S, > an) < —I(a) (28)
lim inf % log B(S, > an) = —I(a) (29)



5 Central Limit Theorem

Theorem 19 (CLT for IID). {X,,} IID with EX; = p, Var(X;) = 0% € (0,00). Then

Sp —np
Vain

Theorem 20 (Lindeberg-Feller CLT). {X,, : 1 < k < n < oo} triangular array, with indenepdence
between row. Assume mean zero and

= X (30)

(i) 2kt BXGy = 0% >0
(ZZ) hmn_)oo ZZ‘LZI EX’?L,IC]"X”7}€’>E = 0

Then S, =Y oy Xnx — 0y in distribution.

6 Total Variation distance

Definition 4 (TVD). Let u,v be measure on (2, F), then
e = vy = sup p(A) —v(A) (31)
AeF
Remark 1. If Q is countable, say Z+ U {0}, then

l=vllpy = D plz) —v(z) (32)

z:p(z)>v(v)

= 2 3 lute) — vl) (33)

and note that if p is the mean (not probability) for each variable, then

| Ber(p) — Pois(p)|l gy = p(1 —e7?) < p? (34)

Lemma 2. p,v are measures, then push forward measures py = po f=*

= vy If i, vi are measures on (€, F;), then

and vy satisfy ||py — villpy <

g+ 2 = v vall gy <l = vl + [lpa = el (35)

7 Characteristic functions

Definition 5. We say that a family {p. : o € A} of probability measures on a space §2 is tight if for every
e > 0 there is a compact set K such that j,(K) < € simultaneously for every a € A.

Theorem 21 (Equicontinuity iff tightness). {uo} with corresponding {¢o}. Then {ua} is tight iff {pa}
is equicontinuous at zero, i.e. for all € > 0,35 > 0 s.t. simultaneously for all o, we have |p(t) — 1| < € if
|t — 0] < 6.

Theorem 22. A family of measures is tight if and only if every sequence of measures has a sub-sequential
limat n distribution.

Definition 6. The characteristic function ¢ of a random variable X whose law p has cdf F is the function
t — Ee*X . It has the following properties:



(i) ¢(t) =0, but t # 0 implies random variable is discrete
(ii) $(0) = 1,[o(t)] < 1.
(iit) ¢pic = ¢r - b

Theorem 23 (Inversion formula). i, ¢, then

1 1 T efita o efl'tb
p(a,b) + §,u{a, b} = Dy Th_r)rgo » Tqﬁﬂ(t)dt (36)
Remark 2. In discrete case, we have
] 1 2 _
P(X =n) = (¢, ¢, = ™) = %/ o(z)errdx (37)
0

i.e., suppose we want to find P(X = n) for some discrete random variable, then we would compute (¢, ™).
If ¢ is integrable, i.e., [|p(t)|dt < oo, then p has continuous density

o) = 5= [ oty (39)

Theorem 24 (Continuity theorem). {u,} with c.f ¢,,, then

(1) pn — p in distribution for some u, then ¢,(t) — ¢oo(t) pointwise, where ¢, is the characteristic
function of .

(i1) If ¢, — ¢ pointwise for some ¢ that is continuous at zero, then p, — p in distribution where p ~ ¢.

8 Poisson process

Theorem 25 (Law of rare events). For each n, let X,, ,,, 1 < m <n be independent random variables with
P (Xnm =1) = pom: p (Xngm =0) =1 = pom (39)
Suppose
(1) > et P — A € (0,00)
(11) maxy<m<p Pnm — 0
then S, = Z, where Z ~ Poisson(\).

Definition 7 (Poisson on RT). N(s,t) = N(t) — N(s) is a Poisson rv with mean (t — s)\. For disjoint
intervals, say {I,}, N(I;), N(I) are independent for all j, k.

9 Simple Random Walk

Definition 8 (Stopping time). 7 taking values in ZT U {+o00} such that for all n,{T < n} € F,.
Proposition 1. 7 is a stopping time iff for all n,{T =n} € F,

Theorem 26 (Wald’s first equation). {X,,} IID with E|X;| < co. T a stopping time with ET < oo, then

ES, = ErEX, (40)
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Theorem 27 (Wald’s second equation). {X,,} IID with EX,, =0 and Var(X;) < co. If ET < oo, then
E(S,)* = Var(X,)Er (41)

Theorem 28 (Wald’s third equation). {X,} IID with Ee*' = ¢(0) < co. If T is a.s. bounded by L, that
18

() """ 1,5, < L (42)

then

E[p(0) """ =1 (43)

10 Common Distribution

(i) Bernoulli: P(X = 1) = p,EX = EX* = p, VarX = p(1 — p), ¢(t) = 1 — p + pe™

(ii) Binomial: (n,p),P(X =14) = (7)p'(1 — p)" ", EX = np, VarX = np(1 — p), ¢(t) = (1 — p + pe')"
(iii) Geometric: (p), P(X =) =p(1 —p)" " EX =, VarX = =L (1) = =i
(iv) Poisson: (A\),P(X =1) = e *\!/i!, ¢(t) = exp [A(e — 1)]

(V) Uniform: z € (a, b)7f(x) N EX = %&-b)varX _ (b_a)Q,gb(t) _ £ith_gita

T b—a? 12 it(b—a)

(vi) Normal: (u,0%),z € R, f(z) = %e*(x*“)z/Q‘ﬁ,]EX = pu, Var(X) = o2, ¢(t) = exp (ipt — o*t*/2)

2o

(vii) Exponential: A,z >0, f(z) = Ae ™, EX = {,VarX = 35, P(X > z) = e, ¢(t) = 1

1—itA—1
(vii)) Cauchy: = € R, f(2) = g5z, moment DNE, ¢(t) = ™V

(ix) Compound Poisson c.f.: S =SV X; N ~ Poisson(\) and X; ~ ¢(t), then S ~ exp (A(6(t) — 1))

11 Trickery

(i) X is a continuous random variable with density f, then E (X — p)* = [ (z — p)* f(z)dz
(i) n! ~v27mn (%)n

(iii) If X,Y are independent, X,Y has pdf f, g respectively, then X +Y has pdf h with h(z) = [ f(x)g(z—
x)dx

(iv) Suppose X has pdf f or PMF B, then ¢(t) = E¢"™* = [ €' fdz or Y e'"P,
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